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1. Image Captioning

Goals 

● Creating meaningful sentences to describe the 

image

● Re-create the model for image captioning

○ Integrating best practices from various models

○ Fine tune parameters

● Commonly utilized datasets

○ Google Conceptual Captions Dataset

○ Microsoft COCO Dataset

○ Flickr 30k Dataset

○ Flickr 8k Dataset

● Model evaluation and comparisons (custom vs 

existing)

Image captioning 
● Process enabling the computer to generate one or 

more sentences

● Describes the visual content of the image

● Deals with how humans and systems interpret 

information

● Combination of Computer Vision and NLPIntroduction

Original caption: 
here are some of our instruments on the left 
side of the music room
Generated caption: 
an old fashioned musical instrument sitting 
on top of a table

Original caption: a herd of cattle crowd the 
highway
Generated caption: a herd of cattle walking 
down a street



1. Image Captioning

Image Generation 

● Transforms a text statement to an image

● Latent diffusion model by StabilityAI

● Utilizes text embeddings for guided image 

generation

Introduction

Caption: 
A herd of cattle walking down a street

Story generated: 
The herd of cattle slowly made their way 

down the street, their hooves clopping 

against the pavement. The cows lowed 

softly to each other as they walked, their 

tails swishing back and forth. The farmers 

followed behind the herd, making sure 

that none of the cows strayed too far 

from the group. The herd continued 

down the street, passing by houses and 

shops. 

Story Generation 

● Creating a story from the generated caption

● The story is comprised of a few sentences, forming a 

paragraph

● Implemented using Playground API by OpenAI

1. Image Captioning

2. Story Generation

1. Image Captioning

2. Story Generation

3. Image Generation
(Story to images)



Problem Description
1. As seen for the images in introduction, it’s very easy for us humans to caption the image, to 

have a glance and describe the image
2. Difficult for the system to understand the image and caption as humans
3. It is used at multiple real world applications like:

○ Aid for the blind
○ Self driving cars
○ Google image search
○ Web development 
○ CCTVs



1. The primary goal is generating captions for our images. We want to develop a process which 
requires object recognition and one which develops a caption related to that object.

2. Add more personalized context to the image, we want to achieve something shown in the 
figures below.

3. Image captioning systems are example of big data systems as they focus on the volume 
aspect of the data. For example MS COCO, Flickr30K

Problem Description



Understanding the Datasets

Flickr8k

Apart from the massive size difference (Fickr8k ~8000 images & Google CC ~3.3M). There is a stark 
difference in the type as well. Flickr8k is a synthetic database and GCC is a real world database!

Google Conceptual Captions

A wearable work of art.

hair today : the former model has bolstered his 
thinning locks with a £ 6,000 operation

article-2539080-1AA61BF700000578-611_634x422.jpg (634×422) 
(dailymail.co.uk)

94ca81c1800301ac9a254ea1fa43
12f0.jpg (600×900) (pinimg.com)

https://i.dailymail.co.uk/i/pix/2014/01/14/article-2539080-1AA61BF700000578-611_634x422.jpg
https://i.dailymail.co.uk/i/pix/2014/01/14/article-2539080-1AA61BF700000578-611_634x422.jpg
https://i.pinimg.com/736x/94/ca/81/94ca81c1800301ac9a254ea1fa4312f0.jpg
https://i.pinimg.com/736x/94/ca/81/94ca81c1800301ac9a254ea1fa4312f0.jpg


Methodology - Some Terminology
● Transfer Learning:

○ To take a pre-trained model, discard the top layer(s) and repurpose it for your use case!
● Encoder:

○ Primary purpose is to convert data into the required format.
○ In our case, it is an image converted to smaller image with more dimensions 

● Decoder:
○ Primary purpose is to convert data formatted by encoder to what we want
○ In our case, it is converting a multi-dimensional image from encoder into a sensible statement

● Attention Networks:
○ They will help focus on certain parts of the image that make the most sense
○ eg. Image of a person holding a ball, it will focus on person, hands and ball

● Beam Search:
○ It helps order the words in a sensible sequence



Methodology - The Model

Encoder DecoderImage Caption

Decoder Attention Beam

Transfer Learning

What to look at How to arrange itWords



Methodology - Attention



Methodology - Beam search



Methodology - Fine Tuning
Multiple fine tuning attempts (6 in total) were made: Changes attempted in: epochs, batch size, 
learning rates (both encoder and decoder)



Evaluation

Reference sentence

Predicted sentence

Calculate the similarity between reference and predicted sentence by:

● Capturing common words
● Getting correct alignment
● Capturing semantics



Functioning of Metrics
● Convert sentences to words:

Words are referred as: unigram (1 word), bigram (2 words), n-grams (n words)

→ Solves the alignment issue.

● Calculate precision

precision=number of a n-gram occurs in reference and hypothesis/number of n-grams occurs in the 

hypothesis/candidate translation.  

→ number of words matched with respect to hypothesis.

● Calculate recall

recall=number of n-gram occurs in reference and hypothesis/number of n-gram already in reference.

→ number of words matched with respect to reference.

● Calculate F1-score

F1-score= harmonic mean of recall and precision.



Results
Test data set used was Google Conceptual Captions (GCC)

Metrics Vit-gpt2
Trained on Coco dataset

Our model
Trained of Flickr 8k dataset

SacreBlue score (P,Brevity penalty) 18.58 % 33.44 %

Rogue metric (P,R,F1) Rouge-1: 14.75 %
Rouge-2: 36.12 %
Rouge-L: 14.1 %

Rouge-1: 20.004 %
Rouge-2: 20.004 %
Rouge-L: 20 %

Meteor score (P,R,F1) 3.5 % 3.6 %

Cider metric (cosine similarity) 2.88 % 1.25%

● Blue score >60% is considered quality often better than human and highest performing model trained on Coco dataset itself 

has 46.5% score!

● GCC highest performing model itself has Rouge-L 27.79% !

For reference:



Conclusion and Future Work

Conclusion: Since there is cumulative excessive variation we still need human judgement as the last step for evaluation!  

GCC sample test image

GCC test/reference sentence

Vit-gpt2 model predicted sentence

Our model predicted sentence

 Future work: 
● Preserving subjects: What if we preserve the data from the attention model and pass it onto image generation, can we avoid 

cases where a cat becomes a human in the next image? 
● Video generation: Imagine input of an image and getting a smooth video out of it! 
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Some Results
(chosen with utmost care)

Any Questions??


