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Problem Statement

● Traditional GAN techniques may run into “mode-collapse” during image generation

● We use diffusion based models to “generate an image from speech”

● Used transfer learning to train diffusion model on our custom dataset 
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“an astronaut riding 
a horse”

OpenAI Whisper API 
speech to text

Latent diffusion model 
for image generation



Algorithms & Approaches
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● Model - Pre Trained Latent Diffusion 
Model from Stable Diffusion 

● Training data - Custom data set 
containing 30 images of Affan resized to 
256x256x3 preserving aspect ratio

● Training hyperparameters:
○ Learning rate: 1.0e-06
○ Training Steps: 2000
○ Batch Size: 1
○ Optimizer: Adam

Loss function (Perception Loss)



Algorithms & Approaches
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Approach:

● This method takes a few images of a subject (Affan) and the corresponding class 
name (Person), and returns a fine-tuned/"personalized'' text-to-image model that 
encodes a unique identifier that refers to the subject.

● Fine tuning the low-resolution text-to-image model with the input images by applying 
a class-specific prior to preservation loss

● Inference with a text prompt containing a unique identifier and the name of the class 
the subject belongs (Eg: Affan Person  ….)



Implementation

● Step 1: System Requirements
■ RTX 3090 GPU
■ 24 GB RAM
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● Step 3: Obtain an open source weight file
■ Pre trained weights

● Step 2: Install dependencies
■ Requirements.txt

https://drive.google.com/file/d/1EJNPfmX6rgzp3e1Nq8AxSeQlLjS36_9M/view?usp=share_link
https://docs.google.com/document/d/1AosjoqF4sQ8E0Whbqe7FwoaYmD4YPc49UScugEFT4-Q/edit?usp=share_link


Implementation
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● Step 4: Data preparation
■ Custom dataset
■ Token = Custom name (Affan)
■ Class = Person

● Step 6: Download class dataset
■ Person_ddim

● Step 5: Download token images
■ Custom (Affan’s) pictures

● Step 7: Run training
■ Obtain new weights file

● Step 8: Prompt for new image generation

https://drive.google.com/drive/folders/1Rark8qPJUlNJ150Sl8-qzOsgYXoV8GmZ?usp=share_link
https://drive.google.com/file/d/106NU1wZBlpP_WVWI8i0JROaxJuQZqIRd/view?usp=share_link
https://drive.google.com/file/d/1C9ldgVCEMRF781WRwdmTVvhHkwVK6uDR/view?usp=share_link


Results
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“Affan person 
eating chocolate 
icecream 
hyperrealistic“

“Affan person as a 

masterpiece portrait 

painting by John 

Singer Sargent in the 

style of Rembrandt”

“Affan riding a 

motor bike on a 

highway hyper 

realistic”

“Affan person 
eating a pizza 
painting by John 
Singer Sargent 
in the style of 
Rembrandt”

“Affan skydiving 

from a plane“



Results
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Training loss after 2000 steps is 0.03

Training the model for higher number of steps will saturate the loss at a value closer to zero.

The process took 46 minutes for 2000 steps



● Photography and painting Inspiration

● Computer Aided Design

● Fortnite emotes

Applications
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Demonstration

● The following video demonstrates the whole process of 
generating an image from a speech prompt
○ Uses new weights
○ Generates image incorporating custom dataset

Video - click here
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https://drive.google.com/file/d/1ojyhxM0nQ9dTuzO4pDA_Aa-_OA3-P2nV/view?usp=share_link


Questions?
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THANK YOU!
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